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Overview 
• This lecture continues with our study of probability 

distributions by examining a very important continuous 
probability distribution: the normal probability distribution. 

• As noted in the previous lecture, a continuous random 
variable is one that can assume an infinite number of possible 
values within a specified range. 

• We shall examine the main characteristics of a normal 
probability distribution, examine the normal curve and the 
standard normal distribution, and then calculate probabilities 
for normally distributed variables.

• We shall also discuss how to determine percentile points for 
normally distributed variables and how the binomial and the 
Poisson distributions can be approximated with the normal 
distribution.
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Overview  cont’d

• At the end of this lecture, the student will
– Be able to list the characteristics of the normal probability 

distribution.
– Be able to define and calculate z values.
– Be able to determine the probability that an observation will 

lie between two points using the standard normal distribution.
– Be able to determine the probability that an observation will 

lie above (or below) a given value using the standard normal 
distribution. 

– Compute percentile points for normally distributed variables.
– Use the normal distribution to approximate the binomial 

distribution.
– Use the normal distribution to approximate the Poisson 

distribution.
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Continuous Random Variables

• A continuous random variable is one that can 
assume an infinite number of possible values within 
a specified range.

• Consider for example a fast-food chain producing 
hamburgers.

• Assume samples of hamburger are taken and their 
weights measured (in kilograms).

• The probability (relative frequency) distribution of 
this continuous random variable (weight of 
hamburger) can be characterized graphically (by a 
histogram).
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Continuous Random Variables
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Continuous Random Variables

• The area of the bar representing each class interval 
is equal to the proportion of all the measurements 
(hamburgers) within each class (or weight category).

• The area under this histogram must equal 1 because 
the sum of the proportions in all the classes must 
equal 1.

• As the number of measurements becomes very large 
so that the classes become more numerous and the 
bars smaller the histogram can be approximated by 
a smooth curve.
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Continuous Random Variables
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Continuous Random Variables
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Continuous Random Variables

• The total area under this smooth curve equals 1. 
• The proportion of measurements (weight of 

hamburgers) within a given range can be found by 
the area under the smooth curve over this range.

• This curve is important because we can use it to 
determine the probability that  measurements (e.g. 
weight of a randomly selected hamburger) lie within 
a given range (such as between 0.20 and 0.30 kg.)

Slide 9



Continuous Random Variables
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Continuous Random Variables

• The smooth curve so obtained is called a probability 
density function or probability curve.

• The total area under any probability density function 
must equal 1.

• The probability that the random variable will assume a 
value between any two points, from say, x1 to x2, equals 
the area under the curve from x1 to x2.

• Thus for continuous random variables we are interested 
in calculating probabilities over a range of values.

• Note then that the probability that a continuous random 
variable is precisely equal to a particular value is zero.
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The Normal Probability Distribution

• The most important continuous probability 
distribution is the normal distribution.

• The formula for the probability density function of 
the normal random variable is 

• Where X is said to have a normal distribution with 
mean µ and variance σ2.
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The Normal Distribution

• Examples of normally distributed variables:
– IQ
– Men’s heights
– Women’s heights
– The sample mean
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The Normal Distribution

• The normal distribution has 
the following characteristics:
– Bell shaped
– Symmetric about the mean
– Unimodal
– The area under the curve is 

100% = 1
– Its shape and location 

depends on the mean and 
standard deviation

– Extends from x = - to + 
(in theory).
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The Normal Distribution

• The two parameters of the Normal distribution are 
the mean  and the variance 2.
– x ~ N(, 2)

• Men’s heights are Normally distributed with mean 
174 cm and variance 92.16 cm.
– xM ~ N(174, 92.16)

• Women’s heights are Normally distributed with a 
mean of 166 cm and variance 40.32 cm.
– xW ~ N(166, 40.32)
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The Normal Distribution

• Graph of men’s and women’s heights
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The Normal Distribution

• Areas under the 
distribution
– We can determine from 

the normal distribution 
the proportion of 
measurements in a 
given range. 

– Example: What 
proportion of women 
are taller than 175 cm?

– It is the (blue) shaded 
area.
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The Normal Distribution

• There is not just one normal probability distribution 
but rather a family of curves.

• Depending on the values of its parameters (mean 
and standard deviation) the location and shape of 
the normal curve can vary considerably.
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Importance of the Normal Distribution

• Measurements in many random processes are 
known to have distributions similar to the normal 
distribution.

• Normal probabilities can be used to approximate 
other probability distributions such as the Binomial 
and the Poisson.

• Distributions of certain sample statistics such as the 
sample mean are approximately normally 
distributed when the sample size is relatively large, a 
result called the Central Limit Theorem.
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Importance of the Normal Distribution

• If a variable is normally distributed, it is always 
true that

– 68.3% of observations will lie within one standard 
deviation of the mean, i.e. X = µ ± σ

– 95.4% of observations will lie within two 
standard deviations of the mean, i.e. X = µ ± 2σ

– 99.7% of observations will lie within three 
standard deviations of the mean, i.e. X = µ ± 3σ
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The normal curve showing the 
relationship between σ and µ
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Calculating probabilities using the 
standard normal

• Normal curves vary in shape because of differences 
in mean and standard deviation (see slide 16).

• To calculate probabilities we need the normal curve 
(distribution) based on the particular values of µ
and σ.

• However we can express any normal random 
variable as a deviation from its mean and measure 
these deviations in units of its standard deviation 
(You will see an example soon).
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Calculating probabilities using the 
standard normal

• That is, subtract the mean (µ) from the value of the 
normal random variable (X) and divide the result by 
the standard deviation (σ).

• The resulting variable, denoted Z, is called a 
standard normal variable and its curve is called the 
standard normal curve.

• The distribution of any normal random variable will 
conform to the standard normal irrespective of the 
values for its mean and standard deviation.
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Calculating probabilities using the 
standard normal

• If X is a normally distributed random variable, any 
value of X can be converted to the equivalent value, 
Z, for the standard normal distribution by the 
formula

• Z tells us the number of standard deviations the 
value of X is from the mean.

• The standard normal has a mean of zero and 
variance of 1, i.e., Z ~ N(0, 1).
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Calculating probabilities using the 
standard normal

• Tables for normal probability values are based on 
one particular distribution: the standard normal; 
from which probability values can be read 
irrespective of the parameters (i.e. mean and 
standard deviation) of the distribution.

• Example - following from the illustration on slide 
17, consider the height of women.

• How many standard deviations is a height of 
175cm above the mean of 166cm?
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Calculating probabilities using the 
standard normal

• We know that women’s heights are Normally distributed 
with a mean of 166 cm and variance 40.32 cm.

• The standard deviation is 40.32 = 6.35, hence

• so 175 lies 1.42 standard deviations above the mean.
• How much of the Normal distribution lies beyond 1.42 

standard deviations above the mean? 
• We can read this from normal tables (normal tables are 

found at the Appendix of any standard statistics text).
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Calculating probabilities using the 
standard normal
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z  0 .0 0  0 .0 1  0 .0 2  0 .0 3  0 .0 4  0 .0 5  …  

0 .0  0 .5 0 0 0  0 .4 9 6 0  0 .4 9 2 0  0 .4 8 8 0  0 .4 8 4 0  0 .4 8 0 1   

0 .1  0 .4 6 0 2  0 .4 5 6 2  0 .4 5 2 2  0 .4 4 8 3  0 .4 4 4 3  0 .4 4 0 4   

               

1 .3  0 .0 9 6 8  0 .0 9 5 1  0 .0 9 3 4  0 .0 9 1 8  0 .0 9 0 1  0 .0 8 8 5   

1 .4  0 .0 8 0 8  0 .0 7 9 3  0 .0 7 7 8  0 .0 7 6 4  0 .0 7 4 9  0 .0 7 3 5   

1 .5  0 .0 6 6 8  0 .0 6 5 5  0 .0 6 4 3  0 .0 6 3 0  0 .0 6 1 8  0 .0 6 0 6   

               

 



Calculating probabilities using the 
standard normal

• The answer is .0778, meaning 7.78% of women are taller than 
175 cm.

• What we have done in essence is to calculate the probability 
that the height of a randomly chosen woman is more than 
175cm.

• That is, we want to find the area in the tail of the distribution 
(area under the curve) above (or to the right of) 175cm.

• To do this, we must first calculate the Z-score (or value) 
corresponding to 175cm, giving us the number of standard 
deviations between the mean and the desired height.

• We then look the Z-score up in tables. That’s exactly what 
we have done!

Slide 28



Calculating probabilities using the 
standard normal

• Note that  in this table the probabilities are read as 
the area under the curve to the right of the value of 
Z (for positive values of Z or starting from Z=0)

• There are other versions of the table so it is 
important to know how to read from a particular 
table.

• What is often referred to as half table is on the next 
slide.

• The area under the curve is read with zero as the 
reference point.
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Calculating probabilities using the 
standard normal

• In this half table, the probability values (area under 
the curve) are for Z values between zero (lower 
bound) and an upper bound Z value.

• In the previous example, we wanted the probability: 
P(Z>1.42)

• But the table only gives us P(0<Z<1.42)
• We can obtain our desired probability as P(Z>1.42)= 

0.5-P(0<Z<1.42) since for the half table, the total 
area under the curve is 0.5.
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Calculating probabilities using the 
standard normal

• So we must read the area under the curve for 
Z=1.42 (upper bound).

• It is read from the extreme left (Z) column for 1.4 
under 0.02 (the top-most row) and we have 
0.4222.

• So P(0<Z<1.42) = 0.4222
• And therefore P(Z>1.42)= 0.5-P(0<Z<1.42)

=0.5-0.4222=0.0778 as before.
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Calculating probabilities using the 
standard normal

• Another example: Suppose the time required to 
repair equipment by company maintenance 
personnel is normally distributed with mean of 50 
minutes and standard deviation of 10 minutes. What 
is the probability that a randomly chosen equipment 
will require between 50 and 60 minutes to repair?

• Let X denote equipment repair time.
• We want to calculate the probability that X lies 

between 50 and 60.
• Or P(50 ≤ X ≤ 60)
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Calculating probabilities using the 
standard normal

• Determine the Z values for 50 and 60.

• So we have P(0 ≤ Z ≤ 1.00)
• We read off the area under the standard normal 

curve from zero to 1.00 from the normal table.

Slide 34

50 5050 0
10

XX Z 

 

    

60 5060 1.00
10

XX Z 

 

    



Slide 35



Calculating probabilities using the 
standard normal

• The answer is .3413 (read as 1.0 under 0.00).
• This was quite easy because the lower bound was at 

the mean (or zero).
• Most problems will not have the lower bound at the 

mean.
• Nevertheless the normal table can be used to 

calculate the relevant probabilities by the addition or 
subtraction of appropriate areas under the curve.

• For instance: Find the probability that more than 70 
minutes will be required to repair the equipment.
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Calculating probabilities using the 
standard normal

• We want P(X>70) = P[Z>(70-50)/10)=P(Z>2.00) 
• Reading from the first table I introduced you to, 

P(Z>2.00) = 0.0228
• But using the half table we can write this as: 

0.5 – P(0 ≤ Z ≤ 2) =0.5 - 0.4772 = 0.0228
• So depending on the type of table being used, we 

can calculate the required probability appropriately.
• Henceforth we shall use the half table.
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Calculating probabilities using the 
standard normal

• Example: Find the probability that the 
equipment-repair time is between 35 and 50 
minutes.

• We want P(35 ≤ X ≤ 50) 
• Converting to Z values we have 

P(-1.5 ≤ Z ≤ 0) ≡ P(0 ≤ Z ≤ 1.5) = .4332, 
since the normal curve is symmetrical.
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Calculating probabilities using the 
standard normal

• Example: Find the probability that the 
required equipment-repair time is between 40 
and 70 minutes.

• P(40 ≤ X ≤ 70) ≡ P(-1 ≤ Z ≤ 2) = P(-1 ≤ Z ≤ 0) + 
P(0 ≤ Z ≤ 2) 
= .3413 + .4772 = .8185
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Calculating probabilities using the 
standard normal

• Example: Find the probability that the 
required equipment-repair time is either less 
than 25 minutes or greater than 75 minutes.

• P(X < 25) or P(X > 75) = P(X < 25) + P(X > 75) 
= P(Z < -2.5) + P(Z > 2.5) 
= [.5 – P(-2.5<Z<0)] + [.5 – P(0<Z<2.5)] 
= 1 – 2 P(0<Z<2.5) = 1 – 2(0.4938) 
= 1 - . 9876 = .0124
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Percentile points for normally 
distributed variables

• You discussed percentiles in under descriptive 
statistics.

• For example, the 90th percentile is the value X such 
that 90% of observations are below this value and 
10% above it.

• In the case of the standard normal, the 90th

percentile is the value Z such that the area under 
the normal curve to the left of this value (Z) is .9000 
and the area to the right is .1000.



Percentile points for normally 
distributed variables

• To determine the value of a percentile point for 
any normally distributed variable, X, other than 
the standard normal, we first find the Z value for 
the percentile point and then convert it into its 
equivalent X value by solving for X from the 
formula

• Thus 
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Percentile points for normally 
distributed variables

• For example, using the question on equipment-
repair time, find the repair time at the 90th

percentile.
• This implies we want to find the value of Z such that 

the area under the standard normal curve to the 
left of Z is .9000

• Given the standard normal table we are using 
(where the reading starts from the mean of zero), 
we must find the Z value corresponding to .4000 
(since the left half of the curve is .5000).
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Percentile points for normally 
distributed variables

• We do this by looking into the body of the normal 
table and to locate the value closest to .4000, which 
is .3997 (see table on next slide).

• The Z value corresponding to .3997 is 1.28 (1.2 under 
0.08). 

• Thus Z = 1.28
• Given µ = 50 and σ = 10 from the question,

X = µ + Zσ = 50 + 1.28 (10) = 62.8 minutes.
• The interpretation is that 90 percent of the 

equipment will require 62.8 minutes or less to repair, 
while 10 percent will require more than 62.8 minutes 
to repair.
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Percentile points for normally 
distributed variables

• Note that for percentiles less than 50, the value of Z
will be negative since it will be to the left of the 
mean zero.

• For example, the 20th percentile repair time is …
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Percentile points for normally 
distributed variables

• The 20th percentile implies we want to find the value of Z 
such that the area under the standard normal curve to 
the left of Z is .2000 and the area to the right is .8000

• Using the half table, and given that the reading starts 
from zero, we must find the  value corresponding to an 
area of .3000

• This gives .84 but because the percentile is less than 50, 
the Z value must be negative.

• Hence Z = -.84
• Therefore X = µ + Zσ = 50 + (-.84)(10) = 41.6 minutes.
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Normal approximation of the binomial 
distribution

• When n > 30 and nP ≥ 5 we can approximate the 
Binomial with the normal

• Where

• And 

• We then apply the formula for calculating normal 
probabilities to determine the required probability.
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Normal approximation of the binomial 
distribution

• When we approximate the Binomial with the 
normal, we are substituting a DPD for a CPD.

• Such substitution requires a correction for 
continuity.

• Suppose we wish to determine the probability 
of 20 or more heads in 30 tosses of a coin.
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Normal approximation of the binomial 
distribution

• By the binomial we have 
P(X ≥ 20 / n = 30, P = .5) = .0494

• Using normal approximation means 
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(1 ) 30(.5)(.5) 2.74np p    
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Normal approximation of the binomial 
distribution

• To determine the appropriate normal approximation, 
we need to interpret “20 or more” as if values on a 
continuous scale.

• Thus we must subtract .5 from 20 to get 19.5 since 
the lower bound of 20 starts from 19.5

• Hence 

• P(X ≥ 19.5) = P(Z ≥ 1.64) = .0505
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Normal approximation of the binomial 
distribution

• When the Normal is used to approximate the Binomial, 
correction for continuity will always involve either 
adding .5 to or subtracting .5 from the number of 
successes specified.

• Generally the continuity correction is as follows:

• P(X < b) => subtract .5 from b (b is exclusive)

• P(X > a) => add .5 to a (a is exclusive)

• P(X ≤ b) => add .5 to b (b is inclusive)

• P(X ≥ a) => subtract .5 from a (a is inclusive)
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Normal approximation of the Poisson 
distribution

• When the mean, λ, of the Poisson distribution is 
large, we can approximate with the normal.

• Approximation is appropriate when λ ≥ 10
• Then

• The correction for continuity similarly applies.
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Normal approximation of the Poisson 
distribution

• Suppose an average of 10 calls per day come 
through a telephone switchboard. What is the 
probability that 15 or more calls will come 
through on a randomly selected day.

• Using Poisson we obtain
P(X ≥ 15 / λ = 10) = .0835
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Normal approximation of the Poisson 
distribution

• Using normal approximation, then
µ = λ=10 and σ = √ λ = 3.16
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